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Abstract— :  This paper proposes a Multi-objective C-means Data Clustering algorithm using Self-Adaptive Differential Evolution (DE) for improving the 
performance of data clustering by introducing three data clustering validity indices.. The proposed algorithm composed of three objectives: including the 
symmetry-index to maximize similarity within clusters, the compactness index to maximize dissimilarity among clusters, and validity Silhouette index to improve 
the validity of data clustering.  Self- adaptive DE is similar to the traditional DE algorithm except two changes in the mutation and the crossover operations [19], 
where DE is a global optimization technique [13]. The  proposed algorithm is implemented and evaluated using twenty benchmark data sets and compared with 
different 5 data clustering algorithms that MOSAC-Means, GenClustMOO,  MOCK, VGAPS, and GenClustPESA2. The experimental results showed that the 
proposed algorithm is  performing well compared with the previous algorithms.  
 
Index Terms— Multi-objective Data Clustering, Self-Adaptive Differential Evolution, Symmetry Index, Compactness Index, Silhouette Index.  
 

 

1.  INTRODUCTION 
Validity clustering indexes are important to evaluate the 
performance of the tested data clustering algorithm [3]. 
Recently, some studies proposed the validity indexes as objective 
functions in a multi-objective framework [23]. Most of these 
studies were based on K-means for numerical data. Multi-
objective clustering aims to improve the performance of data 
clustering through achieving some conflicted objective 
functions.  Most time, these conflicted functions are from 
validity clustering indexes. In multi-objective clustering, the 
goodness of each cluster should be judged not only by the 
clustering algorithm that generated it, but also by external 
and/or internal assessment criteria [20], [38]. Validity indexes 
[6], [14], [15], [16], [18], [22], [39] are divided into two main 
categories that internal and external validity indexes based on 
internal criteria and external criteria. Bic-index, Calinski-
Harabasz index, Davies-Bouldin index, Silhouette index, Dunn 
index, and NIVA index are considered as internal indexes. But, 
F-measure, Purity, Precision, Recall, Minkowski score, and 
Adjust Rand Index are also examples of external validity 
indexes.  Evolutionary algorithms [7], [12] are considered very 
successful in carrying out  multiple objectives optimization 
(MOO). In addition, most evolutionary algorithms are robust 
and multi-modal which proves to be a distinct  

 
 

 
 
advantage in the solution of such problems. Optimization of 
multiple objectives requires that the relative importance of each 
objective be specified in advance which requires a prior 
knowledge of the possible solutions.  
 
 
MOO is used when dealing with the real-world problems where 
there are several objectives that should be optimized 
simultaneously.  
In general, a MOO algorithm usually admits a set of solutions 
that are not dominated by any solution. During recent years, 
many multi-objective evolution algorithms, such as multi-
objective EA (MOEA), have been suggested to solve the MOO 
problems. 
 
Differential evolution (DE) is a branch of evolutionary 
algorithms developed for optimization problems over continuous 
domains. In DE, each variable is represented in the chromosome 
by a real number. Furthermore, DE is also considered one of the 
class of genetic algorithms (GAs) which use the same operations 
of crossover, mutation, and selection on a population in order to 
minimize an objective function over the course of successive 
generations [5], [13]. In [19], Self- adaptive DE algorithm is the 
same as the traditional DE algorithm except two changes in the 
mutation and the crossover operations. 

 
This paper introduces a new multi-objective data clustering 
algorithm for improving the performance of data clustering 
based on Self-Adaptive-DE algorithm (MODEC-Means). The 
reset of the paper is organized as follows: section 2 &3 introduce 
related works of multi-objective data clustering and background 
for Self-Adaptive DE. Section 4 presents the Multi-objective 
mathematical model; Section 5 introduces the proposed 
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algorithm; Section 6 presents used data sets, experimental 
results, discussion and analysis of obtained results; where the 
last section is devoted to the conclusion.  

2. BACKGROUND AND RELATED WORK 
Clustering is an important real world problem and several 
clustering algorithms usually attempt to optimize  some validity 
measure such as the compactness of the clusters, separation 
among the clusters or  combination of both. Therefore, it is better 
to optimize compactness and separation separately rather than 
 combining them in a single measure to be optimized. In [1], 
authors introduced a multi-objectives  categorical data clustering 
model around medoids by using two objective functions. These 
two objectives  are that K- medoids error function and Silhouette 
validity index which have been simultaneously  optimized  using 
multi-objective GA. In [9], multi-objective DE crisp clustering 
algorithm was developed for  categorical using K- medoids.  
 
Several measures are proposed to evaluate the performance of 
data clustering algorithms. Therefore,  objective functions are 
different in each study to handle data clustering under multi-
objective framework.  In [8], they evolved DE data clustering 
algorithm with two objective that the Xie-Beni index and 
Euclidean  distances. In [37], authors selected two 
complementary objectives that compactness and connectedness 
of  clusters based on AIS. In [27], symmetry-index and Euclidean 
distances are used as objective functions  and solved by SA. In 
[10], a new Dynamic Multi-objective Differential Crisp 
Clustering  algorithm was  proposed. That algorithm has two 
conflicting objective functions that DB index and CS  measure 
for  finding global compactness and separation among the 
clusters.   
 
In [28], they proposed a Multi-objective C-means data clustering 
selected using used SA,   these objectives  was  symmetry-index, 
connectively-index, and I-index  In [13], authors selected the 
Xie-Beni index XBq  and a penalized version as the two 
objectives based on DE and the FCM function Jq. In [26] and 
[25],  symmetry- index and average of symmetry- index have 
been used as objective functions for achieving  stability among 
clusters. In [2], authors selected two objectives that the Xie-Beni 
index and Euclidean  distances based on FPSO.  Multi-objectives 
data clustering algorithm was proposed in [24] with four 
 objective functions including total compactness of the 
partitioning, total symmetry present in  the clusters,  cluster 
connectedness, and Adjust Rand Index using Hybrid Intelligent 
Systems (HIS).  
 
3.  SELF-ADAPTIVE DIFFERENTIAL 
EVOLUTION 
DE is a population-based global optimization algorithm that 
uses a real-coded representation [5]. DE is also considered one 
of the class of genetic algorithms (GAs) which use the same 
operations of crossover, mutation, and selection on a population 
in order to minimize an objective function over the course of 
successive generations [13]. Self- adaptive DE algorithm is the 

same as the traditional DE algorithm except two changes in the 
mutation and the crossover operations [19]:  
 

1)  In the mutation, the step length (F) will be adapted 
based on a cauchy distribution with fixed mean µ and 
adaptive scale parameter δ as follows: 
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2)  In the crossover, the change is in calculating the control 

parameter CR  instead of being a constant, where 
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Where uandl δδ are the lower and upper bounds to the 

scale parameter δ respectively, randj ∊ [0, 1], j = 1, 2, 3, 
4  are uniform random numbers, and π1 and π2 represent 
the absolute probabilities to adapt F and CR respectively. 
 

 
4.  MATHEMATICAL MODEL 
The proposed algorithm has three objective functions in addition 
to three constrain as  shown in figure 1. These three objective 
functions reflect three different aspects of  good clustering 
solutions. The first one quantifies the amount of symmetry 
present in a  particular partitioning, the second one minimizes 
the connectedness  among data  clusters, and the third one 
measures the goodness/ or validity of overall data clustering 
 performance.  
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Figure 1 The proposed multi-objective data clustering algorithm 

In eq. (3), Sym, Con, and Sil refer to symmetry-index, 
compactness index, and validity Silhouette index, respectively. 
Given the system constraints as eq. 4, 5, and 6,  
Where n is a number of data points; k refers to number of data 
clusters, and ]1,0[∈kjµ is the membership of pattern ix to 

cluster kC .In crisp lustering: 
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kikj Cxif ∈= 1µ ,   otherwise µkj =0.  

The objective functions in the above MOP are described as 
follows:  

1) The first objective function is a cluster validity Index (Sym-
index) that identifies  the total compactness of the 
partitioning based on the Euclidean distance [33]. It is 
defined as:  Let  x  be a point, the reflected symmetrical 

the point of x  with respect to a particular center c  is 

xc −×2 . Let us denote this by 
*

x . Let the first and the 

second unique nearest neighbors to 
*

x  be at Euclidean 

distances of 1d  and 2d , respectively. Then      
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maximum matching distance between two cluster centers 
among all pairs of centers. 
 

2) The second objective function is a connectivity based 
cluster validity index (Con-index) that reflecs the total 
symmetry of the clusters (connectively-index) [38]. This 

objective is defined as:  let km  is the medoid of the kth 

cluster, it is the point of that cluster which has the 
minimum average distance to all the other points in that 
cluster. 
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calculated by the Euclidean distance, nk is the total number 

of data points in the cluster kth , k
ix refers to  the data point 

ith in the cluster kth, then k
indexk xm min= . Then the Conn-

Mod-index function will be as follows: 
 

)8(
),(min

),(

1,

1 1

jishort
k

jiji

K

i

kn

j

i
jishort

mmdn

xmd
ConMinimize

≠∧=

= =

×

∑ ∑

=  

),(dand),(dwhere shortshort ji
i
ji mmxm  will be calculated by 

the Euclidean distance. The smaller values of Con-index 
correspond to good partitioning. Furthermore,   achieving 
the good partitioning, the value of Con-index has to be 
minimized. 

 

3) The third objective function is the Silhouette Validity Index 
for computing the silhouette width for each data point, 
average silhouette width for each cluster and overall average 
silhouette width for the total data set [39]. Silhouette 
Validity Index is considered from the internal validity 
indexes.  The silhouettes width of ith data point is computed 
by following this formula   

11,
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where a(i) is average dissimilarity of ith data point to all 
other points in the same cluster; and b(i) is minimum of 
average dissimilarity of ith data point to all data points in 
other cluster. A value of Si  is between -1 and 1 when it close 
to 1 indicates that the data point is assigned to a very 
appropriate cluster. When Si is close to zero, it means that 
data point could be assign to another closest cluster as well 
because it is equidistant from both the clusters. But, if Si is 
close to –1, it means that data is misclassified and lies 
somewhere in between the clusters. The overall average 
silhouette width for the entire data set is the average Si for 
all data points in the whole dataset. The largest overall 
average silhouette indicates the best clustering. Therefore, 
the number of cluster with maximum overall average 
silhouette width is taken as the optimal number of the 
clusters.  
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5.  PROPOSED ALGORITHM 
The proposed MODEC-Means algorithm is developed for hybrid 
Multi-objective data clustering  based on Self-Adaptive DE.  This 
algorithm is divided into several steps as follow; the steps (1 and 
  2) are an initialization steps for some required parameters; rest 
of the steps are  considered the main body of the proposed 
algorithm which start with calculating the  centroids matrix for 
each individual then distance and membership matrices should 
be  updated, the next two steps are applying the adapted 
mutation, then crossover  operators, and the next step evaluate 
the candidate C for each parent. After that, the  selection 
operator should be applying to create the new population based 
on fitness  function. The proposed algorithm is described in 
figure 2. 
 
 
1. Initialize the population P=100of random individuals. 
2. Initialize the parameters F=2, CR=0.7, p=2  
3. While stopping criterion not met, do: 

3.1. For each individual Pi (i = 1. . . NP) from P repeat: 
a) Calculate the centroid for each individual in the population. 
b) Update distance between data objects and the new centers of clusters by Euclidean 

distance (ED). 
c) Calculate distance among the different clusters by ED. 
d) Apply adapted mutation operator  eq. (1) DE/rand/1 
e) Apply adapted crossover operator eq. (2) 
f) Evaluate fitness of the candidate C from parent Pi for each objective function. 
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g) Apply selection operator to create new-population by comparing each candidate 
C with its parent P according to: If the candidate dominates the parent, the 
candidate replaces the parent. If the parent dominates the candidate, the 
candidate is discarded. Otherwise, the candidate is added in the population. 

3.2. If the population has more than pop Size individuals, truncate it 
3.3.  Randomly enumerate the individuals in P. 
3.4.  If not met stopping criterion, go to step (3.1) 

 
4. Determine a set of non-dominate solutions (individuals) from new-population. 
5. Select optimal solution from a set of non-dominate solutions according to ARI measure 

performance. 
 

Figure 2  MODEC-means Algorithm 
 
Selection operator compares between candidate and its parent 
based on domination for each objective function in them. For 
purpose of maximization, if the fitness values of the three 
objective functions in candidate C are greater than the values of 
all three objective functions in parent P, then candidate C 
dominates parent P, and vice true. Finally, we have to determine 
a set of non-dominate solutions (individuals) from new-
population, then  select optimal solution from a set of non-
dominate solutions according to Adjust Rand Index (ARI)  [ 21], 
[22] measure performance.  Next section will discussed used data 
sets, obtained results, and analysis under an umbrella of 
experimental results.  

6.  EXPERIMENTAL RESULTS 
The proposed algorithm is compared with five different 
algorithms MOSAC-Means  GenClustMOO, MOCK, VGAPS, 
and GenClustPESA2 based on F- Measure. GenClustMOO [28] 
was developed in 2013 based on Simulated Annulling   (SA) and 
achieved good results. Therefore, we need firstly to hybrid SA 
[34], [35] with  the mathematical model (in fig. 1) for ensuring 
the quality of the proposed model with  the same values of 
parameters which used in ref. [28]. Secondly, the proposed 
 MODEC-Means algorithm is developed based on Self-Adaptive 
DE to get better  results, where DE is a global optimization 
technique.  
 

6.1. Used Data Sets 
The proposed algorithm is implemented on twenty benchmark 
data sets by using  VC++ and evaluated by a performance 
measure (F-Measure). Used data sets are  divided into four 
groups, as follows:  
 
 Group_1: consists of four data sets with symmetrical shaped 

clusters  that: (Sym3-2& Ellip2-2) used in [17], and (ring3-2& 
rect3-2) found in [16].  
 Group_2: contains of five data sets with hyper-spherical 

shaped clusters found  in [32], [36], and [29] that: (Sph 5 2, 
Sph 4 3, Sph 6 2, Sph 9 2, and Sph 10 2).  
 Group_3: consists of six data sets with well-separated clusters 

that: Pat1 used  in [30], Pat2 used in [31], and (Size5, Square4, 
Twenty, Forty) found in [11].  
 Group_4: are five real life datasets [4] that (Iris, Wine, Liver-

Diseases, Lung- Cancer, and Glass).  
   
6.2. Experimental Results  

The obtained results of the 30 independent runs are summarized 
and tabulated in  tables 1 and 2. Table 1 contains the best result 
in the thirty runs and the computed  rank (the numbers in 
between brackets). The proposed algorithm is compared with 
five  different algorithms that MOSAC-Means, GenClustMOO, 
MOCK, VGAPS, and  GenClustPESA2 algorithms based on a 
performance measure (F-measure). Firstly, the  MOSAC-Means 
is performed well with comparing of GenClustMOO algorithm 
 according to F-measure.   
 
The rank is also computed according to this performance 
measure. This rank is taking  values from 1 to 6, where the best 
will get rank with value one and the worst will take  five. The 
optimal number of clusters is represented in figure 3 on different 
20 data  sets for the proposed algorithm and other compared data 
clustering algorithms. In  table 1, the proposed algorithm mostly 
improved in the values of F-measure except in  Iris, Wine, Lung 
Dis. Data sets. The MODE_C-means algorithm gets 1.15 in the 
rank  average, then comes the MOSAC-Means algorithm and 
GenClustMOO with a few  differences to be 2.1 and 2.3 with 
respectively, then GenClustPESA 2  has 2.85, and  finally MOCK 
and VGAPS have the value in the rank average to be 3.3 and 
3.35 with  respectively. In table 2, the proposed algorithm mostly 
progressed in F-measure  values except in some data sets Ring, 
Ellips, Sph10-2, Size-5, Iris, Wine, and Lung  with a few 
difference.  
 

Table 1: The best results of F-measure & computed rank 
through the thirty runs for 20 different data  sets by the proposed 

algorithm and other five algorithms.  
Data sets 

MODE
C-

Means   

MOSAC
-Means 

GenClu
stMOO MOCK VGAPS GenClu

stPESA 2  

Sym   _5-2  1.00(1)  1.00(1)   1.00(1)   1.00(1)   1.00(1)   1.00(1)  
Ellip_2-  2  1.00(1)  1.00(1)   0.971(3)   0.667(5)   1.00(1)   0.968(4)  
Ring_3  -2  0.966(1)  0.958(4)   0.964(2)   0.801(5)   0.961(3)   0.961(3)  
Rect_3-  2  1.00(1)  1.00(1)   1.00(1)   1.00(1)   0.736(2)   1.00(1)  
Sph_5-2  0.978(1)  0.943(2)  0.957(1)   0.902(4)   0.541(5)   0.936(3)  
Sph_4-3  1.00(1)  1.00(1)   1.00(1)   1.00(1)   1.00(1)   1.00(1)  
Sph_6-2  1.00(1)  1.00(1)   1.00(1)   1.00(1)   1.00(1)   1.00(1)  

Sph_10-  2  0.983(1)  0.969(3)   0.981(2)   0.717(6)   0.752(5)   0.931(4)  
Sph_9-2  0.791(1)  0.783(2)   0.681(4)   0.717(3)   0.481(6)   0.652(5)  

Pat1  0.967(1)  0.952(2)   0.946(3)   0.547(4)   0.418(5)   0.946(3)  
Pat2  1.00(1)  1.00(1)   1.00(1)   0.545(3)   0.582(2)   1.00(1)  
Size5  0.984(1)  0.966(3)   0.968(2)   0.791(6)   0.816(5)   0.883(4)  

Square4  0.983(1)  0.923(2)   0.918(4)   0.895(5)   0.925(3)   0.878(6)  
Twenty 1.00(1)  1.00(1)   1.00(1)   1.00(1)   0.479(3)   0.948(2)  
Forty 1.00(1)  1.00(1)   1.00(1)   1.00(1)   0.095(3)   0.979(2)  
Iris 0.803(2)  0.761(4)   0.788(3)   0.775(5)   0.754(6)   0.926(1)  

Wine 0.724(2)  0.711(3)   0.709(4)   0.726(1)   0.617(5)   0.437(6)  
Liver Dis.  0.718(1)  0.720(2)   0.673(4)   0.671(5)   0.705(3)   0.603(6)  

Lung 
Can.  0.817(2)  0.799(4)   0.802(3)   0.443(6)   0.741(5)   0.843(1)  

Glass 0.542(1)  0.501(3)   0.494(4)   0.534(2)   0.534(2)   0.534(2)  
Rank 

Average 1.15 2.1 2.3 3.3 3.35 2.85 

 
 

Table 2: The average value of the F-measure and standard 
deviation through the thirty runs on  the different 20 data sets for 

the proposed algorithm and five different data clustering 
algorithms 

Data sets 
MODE
C_mea

ns 

MOSA
C-

Means 

GenClu
stMOO MOCK VGAPS GenClustP

ESA 2  

Sym _5-2   1.00 ± 
0.00  

 1.00 ± 
0.00  

 1.00 ± 
0.00  

 1.00 ± 
0.00  

 1.00 ± 
0.00  

 1.00 ± 
0.00  

Ellip_2-2   0.988 ± 
0.02 1  

 0.974 ± 
0.01 2 

 0.971 ± 
0.01  

 0.667 ± 
0.014  

 1.00 ± 
0.0101  

 0.968 ± 
0.001  

Ring_3-2   0.961 ± 
0.01 

 0.948 ± 
0.027  

 0.964 ± 
0.021  

 0.801 ± 
0.011  

 0.961 ± 
0.013  

 0.961 ± 
0.021  

Rect_3-2   1.00 ± 
0.01  

 1.00 ± 
0.01  

 1.00 ± 
0.00  

 1.00 ± 
0.00  

 0.736 ± 
0.011  

 1.00 ± 
0.00  
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Sph_5-2   0.972 ± 
0.01  

 0.9402 
± 0.017  

 0.957 ± 
0.021  

 0.902 ± 
0.0113  

 0.541 ± 
0.011  

 0.936 ± 
0.012  

Sph_4-3   1.00 ± 
0.00  

 1.00 ± 
0.00  

 1.00 ± 
0.00  

 1.00 ± 
0.00  

 1.00 ± 
0.00  

 1.00 ± 
0.00  

Sph_6-2   1.00 ± 
0.00  

 1.00 ± 
0.00  

 1.00 ± 
0.00  

 1.00 ± 
0.00  

 1.00 ± 
0.00  

 1.00 ± 
0.00  

Sph_10-
2  

 0.971 ± 
0.03  

 0.967 ± 
0.011  

 0.981 ± 
0.011  

 0.717 ± 
0.013  

 0.752 ± 
0.0109  

 0.931 ± 
0.021  

Sph_9-2   0.749 ± 
0.11 

 0.688 ± 
0.21  

 0.681 ± 
0.012  

 0.717 ± 
0.009  

 0.481 ± 
0.012  

 0.652 ± 
0.018  

Pat1   0.951 ± 
0.11 

 0.949 ± 
0.013  

 0.946 ± 
0.013  

 0.547 ± 
0.011  

 0.418 ± 
0.014  

 0.946 ± 
0.009  

Pat2   1.00 ± 
0.029  

 1.00 ± 
0.029  

 1.00 ± 
0.012  

 0.545 ± 
0.013  

 0.582 ± 
0.021  

 1.00 ± 
0.00  

Size5   0.963± 
0.01  

 0.963± 
0.023  

 0.968 ± 
0.001  

 0.791 ± 
0.012  

 0.816 ± 
0.013  

 0.883 ± 
0.011  

Square4   0.978 ± 
0.21 

 0.9173 
± 0.017  

 0.918 ± 
0.014  

 0.895 ± 
0.011  

 0.925 ± 
0.013  

 0.878 ± 
0.011  

Twenty  1.00 ± 
0.00  

 1.00 ± 
0.00  

 1.00 ± 
0.00  

 1.00 ± 
0.00  

 0.479 ± 
0.022  

 0.948 ± 
0.015  

Forty  1.00 ± 
0.00  

 1.00 ± 
0.00  

 1.00 ± 
0.00  

 1.00 ± 
0.00  

 0.95 ± 
0.006  

 0.979 ± 
0.015  

Iris  0.779 ± 
0.011  

 0.759 ± 
0.021  

 0.788 ± 
0.011  

 0.775 ± 
0.022  

 0.754 ± 
0.013  

 0.926 ± 
0.015  

Wine  0.718 ± 
0.016  

 0.708 ± 
0.07  

 0.709 ± 
0.012  

 0.726 ± 
0.002  

 0.617 ± 
0.008  

 0.437 ± 
0.012  

Liver 
Dis.  

 0.714 ± 
0.07 

 0.7011 
± 0.09  

 0.673 ± 
0.002  

 0.671 ± 
0.012  

 0.705 ± 
0.009  

 0.603 ± 
0.015  

Lung 
Can.  

 0.7936 
± 0.017 

 0.766 ± 
0.021 

 0.802 ± 
0.014  

 0.443 ± 
0.011  

 0.741 ± 
0.008  

 0.843 ± 
0.002  

Glass  0.523 ± 
0.01  

 0.498 ± 
0.011  

 0.494 ± 
0.012  

 0.534 ± 
0.006  

 0.534 ± 
0.008  

 0.534 ± 
0.012  

 
 

 
Figure 3 The optimal no. of clusters on all data sets for the 

proposed algorithm and other compared data clustering 
algorithms 

 
Figure 3 shows the optimal numbers of clusters for each 
compared algorithm through the 20 data sets. In the most data 
sets, the optimal numbers of clusters are convergent except in 
sph10-2, pat1, pat2, twenty,  forty, wine, and lung cancer data 
sets. From the experimental results, MOSAC-Means and 
MODEC-Means algorithms achieved the better results 
comparing with the other algorithms. Therefore, figures 4 and 5 
display the behavior of the proposed algorithms and MOSAC-
Means through the average and the best values of 30 
independent runs. We can observe from these figures that 
MODEC-Means improved in the performance of data clustering 
for the used data test.  
 

 
Figure 4 The average value of 30 runs of F-measure for 

Algorithms (MOSAC-Means) vs.  (MODEC-Means) 
through 20 data sets  

  
 

 
Figure 5 The best value of 30 runs of F-measure for 
Algorithms (MOSAC-Means) vs.  (MODEC-Means) 

through 20 data sets 

7.  CONCLUSION 
This paper introduced an algorithm for improving the 
performance of data clustering  through introducing three data 
clustering validity indices. These clustering validity  indices is 
modeled as a multi-objective data clustering based on Self-
Adaptive DE.  The three objectives are a symmetry-index to 
maximize similarity within clusters, the  compactness index to 
maximize dissimilarity among clusters, and the validity 
 Silhouette index to improve the validity of data clustering.  The 
 proposed algorithm  was implemented on twenty benchmark data 
sets and compared with five different  data clustering algorithms 
MOSAC-Means, GenClustMOO,  MOCK, VGAPS, and 
 GenClustPESA2. The obtained results showed that the proposed 
MODEC_Means  algorithm  performed well compared with its 
compared algorithms.  
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